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Background

Token-based typological approaches (Levshina 2019, 2022) provide language ty-
pologists with ways of investigating systematic cross-linguistic variation in a
data-driven way, by making generalizations and classifying languages based on
correspondences between tokens observed in massively parallel corpora. Prob-
abilistic semantic maps (Croft & Poole 2008; Wälchli 2010) have now long
been the predominant token-based tool to induce cross-linguistically salient
dimensions from massively parallel corpora in the study of various construc-
tions and semantic concepts, such as semantic roles (Hartmann et al. 2014),
person-marking (Cysouw 2007), causatives (Levshina 2015), word order entropy
(Levshina 2019), motion verbs (Wälchli & Cysouw 2012), and temporal adver-
bial clauses (Haug & Pedrazzini 2023), to name a few. A major limitation
of a purely token-based approach is that it does not allow for the capture of
variation within the semantic space of constructions encoded morphologically,
instead of lexically. This is particularly an issue for target languages where sev-
eral morphological strategies co-exist in addition to or instead of lexified means,
and especially those lacking detailed descriptions of morphological markers that
could be leveraged in typological studies.

Purpose of the tool

This contribution presents a ‘subtoken-based’ approach to building probabilis-
tic semantic maps from parallel corpora.1 The method integrates associations
between lexical items in a source language and character n-grams in target lan-
guages, enabling the capture of variation without assuming the exclusive use of
either lexical or morphological strategies for encoding a particular construction.
The focus of the presentation is on clarifying technical aspects of the pipeline

1The tool can currently be found at https://github.com/linguistanonymous/gramtypix.
Note that this is under an anonymous account, as a research paper using this tool is undergoing
anonymous review. I will provide the de-anonymized link should this abstract be accepted for
a tool presentation.
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(named GramTypix as a nod to the concept of gram type; Bybee & Dahl 1989;
Dahl & Wälchli 2016), from the creation of a research-ready parallel dataset to
the application of statistical techniques for the analysis of semantic maps, with
particular attention to the customizable components of the pipeline. All parts of
the pipeline are performed in Python, rather than in R as with previous tools for
probabilistic semantic mapping (e.g. Cysouw 2015), because of Python’s greater
flexibility, better documentation, ease of integration into diverse research work-
flows, and potential expandability with emerging AI technologies.

Details of the tool presentation

The following components, summarized in the flowchart in Figure 2, are covered:

1. Dataset creation, including a closer look at a typical output of two
off-the-shelf automatic word alignment tools, i.e. FastAlign (Dyer et al.
2013), one of the most user-friendly and fast tools, and SyMGIZA++
(Junczys-Dowmunt & Sza l 2012), a two-directed, one-to-one model, which
is more resource-intense, but more suitable for capturing the translations
of certain constructions (e.g. subordinate clauses).

2. n-gram search. A breakdown of the methods used to look for morpho-
logical markers in the target languages, building on Asgari & Schütze’s
(2017) SuperPivot method, but heavily adapted for probabilistic semantic
mapping. In particular, we look at:

– automatically extracting stopwords in the target languages by lever-
aging significant associations between character n-grams and bespoke
lists of lexical items in the source language;

– looking for significant associations (by χ2) between source words and
target character n-grams. This step also shows the benefits of us-
ing off-the-shelf dependency parsers (e.g. from SpaCy; Honnibal &
Montani 2017) to identify the headword (when relevant) of the source
word(s) under investigation to look for potential morphological mark-
ers in the target languages (e.g. given the source words when, while,
and after, we look for morphological markers on the target token
aligned to the syntactic head of these subordinators, rather than
only the subordinator itself);

– grouping character n-grams into clusters of likely allomorphs of the
same marker;

– refining the token-based parallel dataset, extracted as part the pre-
vious step, with morphological markers.

3. Distance matrix and multidimensional scaling (MDS), explaining
how Hamming distance is applied as a measure of dissimilarity between
pairs of contexts, and how MDS is used to project dissimilarity measures
into a lower-dimensional space for visualization.
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4. Geostatistical interpolation. How to implement an Ordinary Kriging
model (using the PyKrige library; Müller et al. 2023) to interpolate the
linguistic items (i.e. the parallel token or morphological markers) used in
each data point by each language in the dataset, to look for patterns of
coexpressions. The results from two different sets of hyperparameters are
shown, to demonstrate their drastic effect on the experiment.

5. Probabilistic semantic map generation from the MDS matrix and
the Kriging models (two examples are given in Figure 1).

6. Statistical analysis, with a brief demonstration of two approaches for
identifying potential gram types and for classifying languages typologi-
cally, i.e., Gaussian Mixture Modelling and hierarchical clustering, respec-
tively.

(a) (b)

Figure 1: Kriging maps of when-clauses for Lote (Austronesian) and Kamasau
(Nuclear Torricelli).
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Figure 2: Flowchart of the main tool components.
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